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Figure 3.3 The degrees Dataset

THEN Class = FIRST
IF SoftEng = A AND Project = B AND ARIN = A AND CSA = B
THEN Class = SECOND
IF SoftEng = A AND Project = B AND ARIN = B
THEN Class = SECOND
IF SoftEng = B THEN Class = SECOND

The left-hand side of each rule (known as the antecedent) comprises a num-
ber of terms joined by the logical AND operator. Each term is a simple test on
the value of a categorical attribute (e.g. SoftEng = A) or a continuous attribute
(e.g. in Figure 3.2, Humidity > 75).


