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Attribute 1 Attribute 2 Class
0.8 6.3 −
1.4 8.1 −
2.1 7.4 −
2.6 14.3 +
6.8 12.6 −
8.8 9.8 +
9.2 11.6 −
10.8 9.6 +
11.8 9.9 +
12.4 6.5 +
12.8 1.1 −
14.0 19.9 −
14.2 18.5 −
15.6 17.4 −
15.8 12.2 −
16.6 6.7 +
17.4 4.5 +
18.2 6.9 +
19.0 3.4 −
19.6 11.1 +

Figure 2.5 Training Set for k-Nearest Neighbour Example

A circle has been added to enclose the five nearest neighbours of the unseen
instance, which is shown as a small circle close to the centre of the larger one.

The five nearest neighbours are labelled with three + signs and two − signs,
so a basic 5-NN classifier would classify the unseen instance as ‘positive’ by a
form of majority voting. There are other possibilities, for example the ‘votes’
of each of the k nearest neighbours can be weighted, so that the classifications
of closer neighbours are given greater weight than the classifications of more
distant ones. We will not pursue this here.

We can represent two points in two dimensions (‘in two-dimensional space’
is the usual term) as (a1, a2) and (b1, b2) and visualise them as points in a
plane.

When there are three attributes we can represent the points by (a1, a2, a3)
and (b1, b2, b3) and think of them as points in a room with three axes at right
angles. As the number of dimensions (attributes) increases it rapidly becomes
impossible to visualise them, at least for anyone who is not a physicist (and
most of those who are).


