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In a similar way we can calculate other conditional probabilities, for example
P (rain = none |class = very late).

For the train data we can tabulate all the conditional and prior probabilities
as shown in Figure 2.2.

class = on
time

class = late class = very
late

class = can-
celled

day =
weekday

9/14 = 0.64 1/2 = 0.5 3/3 = 1 0/1 = 0

day =
saturday

2/14 = 0.14 1/2 = 0.5 0/3 = 0 1/1 = 1

day = sunday 1/14 = 0.07 0/2 = 0 0/3 = 0 0/1 = 0
day = holiday 2/14 = 0.14 0/2 = 0 0/3 = 0 0/1 = 0
season =
spring

4/14 = 0.29 0/2 = 0 0/3 = 0 1/1 = 1

season =
summer

6/14 = 0.43 0/2 = 0 0/3 = 0 0/1 = 0

season =
autumn

2/14 = 0.14 0/2 = 0 1/3 = 0.33 0/1 = 0

season =
winter

2/14 = 0.14 2/2 = 1 2/3 = 0.67 0/1 = 0

wind = none 5/14 = 0.36 0/2 = 0 0/3 = 0 0/1 = 0
wind = high 4/14 = 0.29 1/2 = 0.5 1/3 = 0.33 1/1 = 1
wind =
normal

5/14 = 0.36 1/2 = 0.5 2/3 = 0.67 0/1 = 0

rain = none 5/14 = 0.36 1/2 =0.5 1/3 = 0.33 0/1 = 0
rain = slight 8/14 = 0.57 0/2 = 0 0/3 = 0 0/1 = 0
rain =
heavy

1/14 = 0.07 1/2 = 0.5 2/3 = 0.67 1/1 = 1

Prior
Probability

14/20 =
0.70

2/20 =
0.10

3/20 =
0.15

1/20 = 0.05

Figure 2.2 Conditional and Prior Probabilities: train Dataset

For example, the conditional probability P (day = weekday | class = on time)
is the number of instances in the train dataset for which day = weekday and
class = on time, divided by the total number of instances for which class = on
time. These numbers can be counted from Figure 2.1 as 9 and 14, respectively.
So the conditional probability is 9/14 = 0.64.

The prior probability of class = very late is the number of instances in
Figure 2.1 for which class = very late divided by the total number of instances,
i.e. 3/20 = 0.15.

We can now use these values to calculate the probabilities of real interest to
us. These are the posterior probabilities of each possible class occurring for a
specified instance, i.e. for known values of all the attributes. We can calculate
these posterior probabilities using the method given in Figure 2.3.


