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4.3.2 Entropy

Note: This description relies on an understanding of the mathe-
matical function log2 X. If you are unfamiliar with this function, a
brief summary of the essential points is given in Appendix A.3.

Entropy is an information-theoretic measure of the ‘uncertainty’ contained
in a training set, due to the presence of more than one possible classification.

If there are K classes, we can denote the proportion of instances with clas-
sification i by pi for i = 1 to K. The value of pi is the number of occurrences
of class i divided by the total number of instances, which is a number between
0 and 1 inclusive.

The entropy of the training set is denoted by E. It is measured in ‘bits’ of
information and is defined by the formula

E = −
K∑

i=1

pi log2 pi

summed over the non-empty classes only, i.e. classes for which pi "= 0.
An explanation of this formula will be given in Chapter 9. At present it is

simplest to accept the formula as given and concentrate on its properties.
As is shown in Appendix A the value of −pi log2 pi is positive for values of pi

greater than zero and less than 1. When pi = 1 the value of −pi log2 pi is zero.
This implies that E is positive or zero for all training sets. It takes its minimum
value (zero) if and only if all the instances have the same classification, in which
case there is only one non-empty class, for which the probability is 1.

Entropy takes its maximum value when the instances are equally distributed
amongst the K possible classes.

In this case the value of each pi is 1/K, which is independent of i, so

E = −
K∑

i=1
(1/K) log2(1/K)

= −K(1/K) log2(1/K)
= − log2(1/K) = log2 K

If there are 2, 3 or 4 classes this maximum value is 1, 1.5850 or 2, respec-
tively.

For the initial lens24 training set of 24 instances, there are 3 classes. There
are 4 instances with classification 1, 5 instances with classification 2 and 15
instances with classification 3. So p1 = 4/24, p2 = 5/24 and p3 = 15/24.

We will call the entropy Estart. It is given by
Estart = −(4/24) log2(4/24) − (5/24) log2(5/24) − (15/24) log2(15/24)

= 0.4308 + 0.4715 + 0.4238


