Kinetic modeling and sensitivity analysis of acetone–butanol–ethanol production
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Abstract

A kinetic simulation model of metabolic pathways that describes the dynamic behaviors of metabolites in acetone–butanol–ethanol (ABE) production by Clostridium saccharoperbutylacetonicum N1-4 was proposed using a novel simulator WinBEST-KIT. This model was validated by comparing with experimental time-course data of metabolites in batch cultures over a wide range of initial glucose concentrations (36.1–295 mM). By introducing substrate inhibition, product inhibition of butanol, activation of butyrate and considering the cessation of metabolic reactions in the case of insufficiency of energy after glucose exhaustion, the revised model showed 0.901 of squared correlation coefficient ($r^2$) between experimental time-course of metabolites and calculated ones. Thus, the final revised model is assumed to be one of the best candidates for kinetic simulation describing dynamic behavior of metabolites in ABE production. Sensitivity analysis revealed that 5% increase in reaction of reverse pathway of butyrate production ($R_{17}$) and 5% decrease in reaction of CoA transferase for butyrate ($R_{15}$) highly contribute to high production of butanol. These system analyses should be effective in the elucidation which pathway is metabolic bottleneck for high production of butanol.
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1. Introduction

Metabolic engineering aims at improving the metabolic capabilities of industrially relevant microorganisms during their cultivation (Bailey, 1991; Stephanopoulos and Vallino, 1991). Metabolic pathway modeling is one of the most successful scientific approaches for achieving this task. Metabolic flux analysis (MFA), a systematic method developed to assess the roles of individual steps in a metabolic pathway network, is a great contribution of metabolic engineering (Vallino and Stephanopoulos, 1993). Vallino and Stephanopoulos developed a stoichiometric model of metabolic pathway of Corynebacterium glutamicum during growth and lysine synthesis to calculate intracellular fluxes. These calculations are based on the measurements of substrate uptake from a medium, the secretion of products from cells, and the cell growth rate. Using MFA, many studies have recently been conducted to analyze metabolic pathways (Berrías-Rivera et al., 2002; Granström et al., 2002; Koffas et
the model. Moreover, this becomes even more difficult because many kinetic parameters need to be estimated in kinetic simulation model (Hodge and Karim, 2002; Rizzi et al., 1997); however, the development of such a model is difficult because it should describe inhibitory and activatory mechanism, and (3) it should describe inhibitory and activatory mechanism, and (3) it should be able to realize experimental data obtained over a wide range of initial glucose concentrations. Furthermore, we carried out sensitivity analysis to assess its validity and to reveal which pathways have impact on high production of butanol.

Since the metabolic pathway involved in ABE production is quite complicated, very few models describing this pathway have been published. Papoutsakis (1984) developed a stoichiometric model for this pathway; this model could be used to calculate or estimate the rates of reactions occurring within the pathway in several ABE-producing clostridia. Desai et al. (1999) analyzed the contribution of acid formation pathways in the metabolism of C. acetobutylicum ATCC824 (Jones and Woods, 1986; Soni et al., 1987); these lead to low productivity and yield of solvents. On the other hand, Tashiro et al. (2004) have experimentally shown the acceleration of butanol production by feeding butyrate. As just described, ABE-producing clostridia possess complicated metabolic function.

In order to successfully create an optimal design for bioreactors and develop operation strategies for ABE production and reveal the metabolic network in detail, we developed a kinetic simulation model of metabolic pathways in this study. We consider the following three points when developing this model for ABE production in Clostridium saccharoperbutylacetonicum N1-4 ATCC13564: (1) the model should describe the dynamic behaviors of metabolites involved in ABE production, (2) it should describe inhibitory and activatory mechanism, and (3) it should be able to realize experimental data obtained over a wide range of initial glucose concentrations. Furthermore, we carried out sensitivity analysis to assess its validity and to reveal which pathways have impact on high production of butanol.

2. Materials and methods

2.1. Bacterial strain

C. saccharoperbutylacetonicum N1-4 ATCC13564 was used in this study (Ishizaki et al., 1999). The culture was maintained in the form of spores in fresh potato glucose (PG) medium at 4 °C. To prepare the seed culture, 1 ml of spore suspension was aseptically transferred into 9 ml of PG medium. Next, this admixture was subjected to heat-shock by placing it in boiling water for 1 min and was subsequently cultivated at 30 °C for 24 h (Lee et al., 1995).
2.2. Media

Tryptone-yeast extract-acetate (TYA) medium was used for the pre-culture and main culture. The composition of this medium per liter of distilled water (Ishizaki et al., 1999) is as follows: 5–50 g glucose, 2 g yeast extract, 6 g tryptone, 3 g CH3COONH4, 0.3 g MgSO4·7H2O, 0.5 g KH2PO4, and 10 mg FeSO4·7H2O. In all experiments, the initial pH of the medium was adjusted to 6.5 with 1 M NaOH and the medium was sterilized at 115 °C for 15 min.

2.3. Batch culture conditions over a wide range of initial glucose concentrations

A batch culture was carried out statically at 30 °C in a 500 ml Erlenmeyer flask with initial glucose concentrations of 36.1, 70.6, 122, and 295 mM (6.50, 12.7, 22.0, and 53.1 g l−1, respectively) with a 300 ml working volume that included a 10% inoculum size. After inoculation, the broth was sparged with filtered oxygen-free nitrogen gas to maintain strict anaerobic conditions. Samples were periodically withdrawn. We carried out cultivation two times to assess its reproducibility.

2.4. Analytical methods

The cell concentration was estimated by measuring the optical density (OD) with a spectrophotometer (V-530; JASCO, Tokyo, Japan), and the dry cell weight (DCW) was calculated using a predetermined correlation between OD at 562 nm and DCW. The concentration of organic acids, solvents, and glucose in the supernatant were determined by the method described previously (Tashiro et al., 2004).

2.5. Model development

Modeling and simulation were conducted using WinBEST-KIT (Biochemical Engineering System analyzing Tool-KIT (Windows version)) (Okamoto et al., 1997; Sekiguchi and Okamoto, 2006; Yoshimura et al., 2003). WinBEST-KIT mainly comprises a module known as “MassAction++” that enables to construct and analyze a reaction scheme that is represented by both mass action law (mass balance) and approximate velocity function of enzyme kinetics. The simultaneous differential equations were numerically calculated by the Gear method (Gear, 1971), which is one of the most efficient numerical calculation methods for “stiff” differential equations.

A kinetic simulation model of metabolic pathway was developed by considering the substrate utilization rate, production rate, and cell growth rate. The simulation model was based on the metabolic pathways of C. acetobutylicum ATCC824T (Jones and Woods, 1986) (Fig. 1). The rate equations of each metabolic reaction in Fig. 1 can be represented as follows:

\[ r_1 = \frac{V_{\text{max}}_1 [\text{Glucose}][\text{Biomass}]}{K_{m1} + [\text{Glucose}]} \times F \]

(1)

\[ r_2 = \frac{V_{\text{max}}_2 [\text{F6P}][\text{Biomass}]}{K_{m2} + [\text{F6P}]} \times F \]

(2)
Since the acetoacetyl-CoA transferase (CoAT) exhibits a broad carboxylic acid specificity and can catalyze the transfer of CoA to either acetate and butyrate (Boynton et al., 1994), the rate equations of CoAT were developed separately (Eq. (8), Eq. (9)). The rate equations of CoAT consisted of the reaction of random bi bi. Since Soni et al. (1987) have reported that butanol inhibits cell growth, we developed rate equation of cell growth (Eq. (12)) at Michaelis–Menten type kinetics with noncompetitive inhibition. The reaction balance of target metabolites can be represented as follows:

\[ \frac{d[Glucose]}{dt} = -r_1 \]  \hspace{1cm} (20)

\[ \frac{d[F6P]}{dt} = r_1 - r_2 \]  \hspace{1cm} (21)

\[ \frac{d[G3P]}{dt} = r_2 - r_3 \]  \hspace{1cm} (22)

\[ \frac{d[Pyruvate]}{dt} = r_3 + r_4 - r_5 - r_6 \]  \hspace{1cm} (23)

\[ \frac{d[Lactate]}{dt} = r_5 - r_4 \]  \hspace{1cm} (24)

\[ \frac{d[ACoA]}{dt} = r_6 + r_7 + r_8 - r_9 - r_{10} - r_{11} - r_{12} \]  \hspace{1cm} (25)

\[ \frac{d[Biomass]}{dt} = r_{12} - r_{13} \]  \hspace{1cm} (26)

\[ \frac{d[Acetate]}{dt} = r_9 - r_7 - r_8 \]  \hspace{1cm} (27)

\[ \frac{d[Ethanol]}{dt} = r_{11} \]  \hspace{1cm} (28)

\[ \frac{d[AACoA]}{dt} = r_{10} - r_8 - r_{14} - r_{15} \]  \hspace{1cm} (29)

\[ \frac{d[ACoA]}{dt} = r_8 + r_{15} - r_{16} \]  \hspace{1cm} (30)

\[ \frac{d[BCoA]}{dt} = r_{14} + r_{15} + r_{17} - r_{18} - r_{19} \]  \hspace{1cm} (31)

\[ \frac{d[Butyrate]}{dt} = r_{18} - r_{15} - r_{17} \]  \hspace{1cm} (32)

\[ \frac{d[Acetone]}{dt} = r_{16} \]  \hspace{1cm} (33)

\[ \frac{d[CO_2]}{dt} = r_6 + r_{16} \]  \hspace{1cm} (34)

\[ \frac{d[Butanol]}{dt} = r_{19} \]  \hspace{1cm} (35)

The rate equation \(-r_{13}\) in Eq. (26) indicated death reaction of the cell. We named this model as Model I. The value of \(F\) was set at 1 in Model I.

It has been reported that butanol inhibits glucose utilization and butanol production in ABE cultivation (Jones and Woods, 1986; Soni et al., 1987) and that an increase in the initial glucose concentration results in the inhibition of glucose utilization, thereby leading to a longer cultivation time in \(C.\ saccharoperbutylicum\) N1-4 (data not shown). Furthermore, Tashiro et al. (2004) have experimentally shown the acceleration of butanol production by feeding butyrate. Therefore, we introduced these inhibition and activation terms to a revised version of Model I.
panied with ATP, ADP, NADH, or NAD+ (Fig. 1). We named (17)–(19), (36)–(38)) of metabolic reactions that were accom-

r this mechanism, we assumed (Okamoto et al., 1988) was introduced into Model II. In metabolic reactions after glucose exhaustion, an on–off mech-

the exhaustion of glucose. In consideration of the cessation of terminate when there is an insufficiency of energy, i.e., after 

the presence of ATP or NADH (Fig. 1), these reactions may 

butyrate.

uncompetitive inhibition by butanol and specific activation by 

equation of 

was developed using the specific activation by butyrate. The rate 

by combining the substrate inhibition by glucose and uncompet-

nitive inhibition by butanol. The rate equation of 

r 1 (Eq. (36)) was developed 

r 17 (Eq. (37)) was developed using the specific activation by butyrate. The rate equation of 

r 19 (Eq. (38)) was also developed by combining the uncompetitive inhibition by butanol and specific activation by butyrate.

2.6. Introduction of on–off mechanism

Since many metabolic reactions in ABE production occur in the presence of ATP or NADH (Fig. 1), these reactions may terminate when there is an insufficiency of energy, i.e., after the exhaustion of glucose. In consideration of the cessation of metabolic reactions after glucose exhaustion, an on–off mechanism (Okamoto et al., 1988) was introduced into Model II. In this mechanism, we assumed F whose value is 1 or 0 depending on the glucose concentration in the broth. Since on–off mechanism could not drive when the concentration of changing point was set at 0 (Okamoto et al., 1988), the concentration of changing point was set at 1.00 mM, sufficiently low concentration; its value was assumed to be 1 when glucose concentration is over 1.00 mM and 0 when it is under 1.00 mM. This on–off mechanism was introduced into equations (Eqs. (1)–(7), (9), (11), (14), (17)–(19), (36)–(38)) of metabolic reactions that were accompanied with ATP, ADP, NADH, or NAD+ (Fig. 1). We named this model as Model III.

2.7. Determination of model parameters

Microbial biomass could be expressed as CH_{17}O_{19}N_{4} (Papoutsakis, 1984). The content ratio of C, H, O, and N of 

C. saccharoperbutylacetonicum N1-4 was measured using an absorbometer to obtain the average molecular weight of the strain. The average molecular weight of the biomass was set to 172. The values of the kinetic parameters were estimated by heuristic searching to realize the experimental data of batch culture of C. saccharoperbutylacetonicum N1-4 with the initial glucose concentration of 70.6 mM. The initial value of metabolite was set as shown in Table 1. In Model II, the values of k_j, V_{max,j}, K_{m,j}, and K_{i12} were same with Model I, and only the value of K_{jy}, K_{ijy}, and K_{ijy} were estimated. In Model III, the values of kinetic parameters were same with Model II. To confirm the validity of the estimated values of the kinetic parameters in Model III, we compared the calculated time-courses with experimental data obtained at initial glucose concentrations of 36.1, 122, and 295 mM. The average squared correlation coefficients (r^2) between simulation results and experimental data were calculated to quantitatively determine the accuracy of the models.

2.8. Sensitivity analysis

Sensitivity analysis was carried out to assess the validity of developed model and to reveal which pathway has most impact and is significant for high production of butanol. This study assessed the impact on endpoint butanol production, amount of butanol production, and butanol productivity given a 5% increase in each kinetic parameter (Table 2) in rate equations of butanol production, and butanol productivity given a 5% increase in each kinetic parameter (Table 2) in rate equations

in Model III with initial glucose concentrations of 70.6 mM. 

First of all, we assessed the following endpoint deviation (ED) of butanol to reveal which reaction pathway has impact on butanol production:

ED = 100 \times \frac{[\text{Butanol}]_{\text{end control}} - [\text{Butanol}]_{\text{end control}}}{[\text{Butanol}]_{\text{end control}}} (39)

where [\text{Butanol}]_{\text{end control}} was butanol concentration at 60 h given a 5% increase in each kinetic parameter in rate equations and [\text{Butanol}]_{\text{end control}} was butanol concentration at 60 h by Model III.

Secondly, we assessed integral deviation (ID), Eq. (41) and integral absolute deviation (IAD), Eq. (42) of butanol to reveal the type of temporal profile in Fig. 2 by a 5% increase in each kinetic parameter.

The average area of butanol production at time t (h) to t + 1 (h) (ABP) can be represented as follows:

ABPt = \frac{(\text{Butanol}_t + \text{Butanol}_{t+1}) \times (t + 1 - t)}{2} = \frac{\text{Butanol}_t + \text{Butanol}_{t+1}}{2} (40)
Table 2
Kinetic parameters estimated by comparing with experimental data of 70.6 mM of initial glucose in Models I–III

<table>
<thead>
<tr>
<th>Reaction</th>
<th>$k^a$ (h$^{-1}$)</th>
<th>$V_{max}^a$ (h$^{-1}$)</th>
<th>$K_m^a$ (mM)</th>
<th>$K_{m1}^b$ (mM)</th>
<th>$K_{m2}^b$ (mM)</th>
<th>$K_{mA}^a$ (mM)</th>
<th>$K_{mB}^a$ (mM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>3.20</td>
<td>46.0</td>
<td>55.6</td>
<td>67.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R2</td>
<td>40.0</td>
<td></td>
<td>10.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R3</td>
<td>120</td>
<td></td>
<td>26.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R4</td>
<td>7.50</td>
<td>177</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R5</td>
<td>9.70</td>
<td>500</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R6</td>
<td>180</td>
<td>1.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R7</td>
<td>0.30</td>
<td>50.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R8</td>
<td>19.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>40.0</td>
</tr>
<tr>
<td>R9</td>
<td>26.5</td>
<td></td>
<td>51.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R10</td>
<td>20.0</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R11</td>
<td>7.45</td>
<td>30.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R12</td>
<td>8.10</td>
<td>1.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>23.0$^a$</td>
</tr>
<tr>
<td>R13</td>
<td>0.017</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R14</td>
<td>10.0</td>
<td>5.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R15</td>
<td>80.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>15.0</td>
</tr>
<tr>
<td>R16</td>
<td>12.0</td>
<td>10.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R17</td>
<td>35.0</td>
<td>4.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.20</td>
</tr>
<tr>
<td>R18</td>
<td>100</td>
<td>6.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R19</td>
<td>3.15</td>
<td>5.00</td>
<td></td>
<td>67.5</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^a$ Estimated kinetic parameters in Models I–III.

$^b$ Estimated kinetic parameters in Models II and III.

where $[\text{Butanol}]_t$ and $[\text{Butanol}]_{t+1}$ were butanol concentration at time $t$ (h) and time $t+1$ (h), respectively.

The integral deviation (ID) from time 0 (h) to 60 (h) and the integral absolute deviation (IAD) during reaction time (0–60 h) can be represented as follows:

$$ID = 100 \times \sum_{t=0}^{60} \left( \frac{A_{BP,5\%}^t - A_{BP, \text{control}}^t}{A_{BP, \text{control}}^t} \right)$$  \hspace{1cm} (41)

$$IAD = 100 \times \sum_{t=0}^{60} \left( \frac{|A_{BP,5\%}^t - A_{BP, \text{control}}^t|}{A_{BP, \text{control}}^t} \right)$$  \hspace{1cm} (42)

where $A_{BP,5\%}^t$ was $A_{BP}^t$ given a 5% increase in each kinetic parameter in rate equations and $A_{BP, \text{control}}^t$ was $A_{BP}^t$ at Model III. The schematic diagram was shown in Fig. 2. As shown in Fig. 2, there are six types of changes in butanol production by a 5% change in each of the parameters in rate equation. In temporal profile (a) in Fig. 2, most positive impact on butanol production, 5% increase of kinetic parameter resulted in higher endpoint butanol production and butanol productivity compared to control. In temporal profile (b), most negative impact on butanol production, 5% increase of kinetic parameter resulted in lower butanol production and productivity compared to control. In temporal profiles (c) and (e), 5% increase of kinetic parameter...

resulted in higher butanol production and lower butanol productivity compared to control. In temporal profiles (d) and (f), 5% increase of kinetic parameter resulted in the lower butanol production and higher butanol productivity compared to control. Our preferable target is to get the temporal profiles (a), (c), and (f) for the higher butanol production and butanol productivity, however, the temporal profile (a) is the best.

3. Results

3.1. Batch cultivation

To obtain the experimental data for the development of the kinetic simulation model of metabolic pathway for ABE production by *C. saccharoperbutylacetonicum* N1-4, batch cultures were carried out in TYA medium with initial glucose concentrations of 36.1, 70.6, 122, and 295 mM. As shown in Fig. 3, the solvent production increased with the initial glucose concentration. The maximum butanol production was 26.2, 52.5, 94.2, and 172 mM with initial glucose concentrations of 36.1, 70.6, 122, and 295 mM, respectively. The glucose in the broth was exhausted after 12, 15, 21, and 24 h of cultivation for initial glucose concentrations of 36.1, 70.6, 122, and 295 mM, respectively. After the exhaustion of glucose, both organic acid reassimilation and solvent production terminated due to an insufficiency of energy-rich metabolites such as ATP or NADH. The experimental data gave high reproducible results.

3.2. Effect of inhibition and activation terms

Model I (the model with considering butanol inhibition to cell growth) was developed based on the metabolic pathways of *C. acetobutylicum* ATCC824 T (Fig. 1), and the kinetic parameters in Model I (*k_j, V_{max_j}, K_{m_j}, and K_{ii12}* were estimated to fit the experimental time-course data obtained with the initial glucose concentration of 70.6 mM in *C. saccharoperbutylacetonicum* N1-4. The estimated kinetic parameters were shown in Table 2. The results were shown in Fig. 4. As shown in Table 3, the correlation coefficient (*r^2*) of each metabolite was calculated.
to be 0.906 for biomass, 0.883 for glucose, 0.915 for acetate, 0.922 for acetone, 0.632 for butyrate, and 0.942 for butanol; the overall value was 0.867.

Subsequently, the kinetic parameters in Model II, the model with considering both inhibition and activation, were estimated with the initial glucose concentration of 70.6 mM to realize the experimental time-course data. The estimated kinetic parameters were shown in Table 2. In Model II, the values of $k_j$, $V_{\text{max},j}$, $K_{nj}$, and $K_{ji12}$ were same with Model I, and only the value of $K_{aj}$, $K_{bj}$, and $K_{aj}$ were estimated. As a result, the dynamic behaviors of target metabolites in Model II were qualitatively fitted with the corresponding experimental time-course data until glucose exhaustion (see Fig. 5). The $r^2$ of each metabolite was calculated to be 0.879 for biomass, 0.979 for glucose, 0.893 for acetate, 0.995 for acetone, 0.917 for butyrate, and 0.981 for butanol; the overall value was 0.941 (see Table 3). The overall value of $r^2$ increased from 0.867 (Model I) to 0.941 (Model II). These results confirmed that the introduction of inhibition and activation terms into the model improved the simulation results. The simulation results of Models I and II, however, showed that both organic acid reassimilation and solvent production continued even after glucose exhaustion; this is in contradiction with the experimental time-course data (see Figs. 4 and 5). Therefore, we need to revise Model II in order to describe the cessation of related metabolic reactions after glucose exhaustion.

### 3.3. Introduction of on–off mechanism

Model III was designed by introducing an on–off mechanism (Eqs. (1)–(7), (9), (11), (14), (17)–(19)) into Model II, and the kinetic parameters of Model III were estimated to realize the experimental time-course data with the initial glucose concentration of 70.6 mM. The estimated kinetic parameters were shown in Table 2. In Model III, the values of kinetic parameters were same as those in Model II. As shown in Figs. 6 and 7, the simulation results showed qualitative consistency with the experimental time-course data. The average $r^2$ of each metabolite with the initial glucose concentrations were calculated to be 0.910 for biomass, 0.979 for glucose, 0.987 for acetate, 0.996 for acetone, 0.957 for butyrate, and 0.993 for butanol, and 0.970 for total (see Table 3). The average $r^2$ for total increased from 0.941 (Model II) to 0.970 (Model III). Furthermore, to confirm the validity of Model III, the simulation results were compared with the experimental time-course data for initial glucose concentrations of 36.1, 122, and 295 mM. As shown in Figs. 6 and 7, the simulation results showed qualitative consistency with the experimental time-course data. The average $r^2$ of each metabolite with the initial glucose concentrations were calculated to be 0.850 for biomass, 0.972 for glucose, 0.970 for acetate, 0.983 for acetone, 0.644 for butyrate, 0.984 for butanol, and 0.901 for total (see Table 4). Thus, Model III is one of the best model-candidates of ABE production that can realize the experimentally obtained time-course data of the target metabolites over a wide range of initial glucose concentration.

### 3.4. Sensitivity analysis

Sensitivity analysis was carried out to assess the impact on endpoint butanol production, amount of butanol production, and butanol productivity given a 5% increase in each kinetic parameter in rate equations. The endpoint deviation (ED, Eq. (39)), the integral deviation (ID, Eq. (41)), and the integral absolute deviation (IAD, Eq. (42)) were presented in Table 5. In the case of either higher ED or ID (>0.03) in Table 5, the temporal profile with a 5% increase in each kinetic parameter was examined.
Fig. 6. Experimental time-course data and simulation results of glucose, acetone, and butanol in Model III. Initial concentration of glucose; (a) 36.1 mM, (b) 70.6 mM, (c) 122 mM, and (d) 295 mM. The bold, broken or dotted lines indicate the simulation results and the symbols show the experimental data. Vertical dotted line represents the time point of the exhaustion of glucose in experimental data. The error bars of experimental data have been omitted. —, glucose (sim); - -., acetone (sim); - -., butanol (sim); ♦, glucose (exp); ■, acetone (exp); ●, butanol (exp).

Fig. 7. Experimental time-course data and simulation results of acetate, butyrate, and biomass in Model III. Initial concentration of glucose; (a) 36.1 mM, (b) 70.6 mM, (c) 122 mM, and (d) 295 mM. The bold, broken or dotted lines indicate the simulation results and the symbols show the experimental data. Vertical dotted line represents the time point of the exhaustion of glucose in experimental data. The error bars of experimental data have been omitted. ——, acetate (sim); ---, butyrate (sim); ..., biomass (sim); □, acetate (exp); ○, butyrate (exp); △, biomass (exp).

Table 4
Average squared correlation coefficients ($r^2$) between simulation results and experimental data with initial glucose concentration of 36.1, 70.6, 122, and 295 mM in Model III

<table>
<thead>
<tr>
<th>Initial glucose (mM)</th>
<th>Biomass</th>
<th>Glucose</th>
<th>Acetate</th>
<th>Acetone</th>
<th>Butyrate</th>
<th>Butanol</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>36.1</td>
<td>0.651</td>
<td>0.995</td>
<td>0.908</td>
<td>0.976</td>
<td>0.424</td>
<td>0.977</td>
<td>0.822</td>
</tr>
<tr>
<td>70.6</td>
<td>0.910</td>
<td>0.979</td>
<td>0.987</td>
<td>0.996</td>
<td>0.957</td>
<td>0.993</td>
<td>0.970</td>
</tr>
<tr>
<td>122</td>
<td>0.895</td>
<td>0.924</td>
<td>0.991</td>
<td>0.969</td>
<td>0.801</td>
<td>0.971</td>
<td>0.925</td>
</tr>
<tr>
<td>295</td>
<td>0.945</td>
<td>0.990</td>
<td>0.994</td>
<td>0.992</td>
<td>0.393</td>
<td>0.996</td>
<td>0.885</td>
</tr>
<tr>
<td>Average</td>
<td>0.850</td>
<td>0.972</td>
<td>0.970</td>
<td>0.983</td>
<td>0.644</td>
<td>0.984</td>
<td>0.901</td>
</tr>
</tbody>
</table>
As can be seen from Table 5, the greatest impact on ED of butanol is $R_1$ in Fig. 1. The increase in $r_1$ caused negative ED and ID which means negative contribution to butanol production; a 5% increase in $V_{\text{max}}$ resulted in a 1.52% and 0.87% decrease in ED and ID, respectively and 1.81% increase in IAD (temporal profile (d) in Fig. 2). The second impact reaction on ED of butanol was $R_{19}$ in Fig. 1; a 5% increase in $V_{\text{max}}$ resulted in a 1.06%, 1.10%, and 1.10% increase in ED, ID, and IAD, respectively (temporal profile (a) in Fig. 2), which showed positive impact of $V_{\text{max}}$ on butanol production. $R_{14}$, $R_{15}$, $R_{17}$, and $R_{18}$ in Fig. 1 had also great impact on ED of butanol. $R_{15}$ and $R_{17}$ represent the butyrate utilization by CoAT and the reverse reaction of butyrate production, respectively. As shown in Table 5, the sensitivity of butanol production by a 5% increase in $r_{15}$ was negative while the sensitivity in $r_{17}$ was positive; a 5% increase in $V_{\text{max}}$ resulted in a 0.87% and 0.84% decrease in ED and ID and 0.84% increase in IAD, respectively (temporal profile (b) in Fig. 2), and a 5% increase in $V_{\text{max}}$ resulted in a 0.98%, 1.00%, and 1.00% increase in ED, ID, and IAD, respectively (temporal profile (a) in Fig. 2). Comparing the result of $r_{15}$ with that of $r_{17}$, reassimilation of butyrate by $R_{17}$ was more important for high butanol production than that by $R_{15}$. We could not find the case of butanol behaviors which belong to the temporal profiles (e) and (f) in Fig. 2. Furthermore, sensitivity analysis was carried out by 5% decrease in the kinetic parameters which has great impact on butanol production ($R_1$, $R_{14}$, $R_{15}$, $R_{17}$, $R_{18}$, and $R_{19}$). As shown in Table 6, the absolute values of ED and ID were almost same as those in the case of a 5% increase of the parameters.

### 4. Discussion

Modeling of metabolic pathways is useful for the system analyses (Berríos-Rivera et al., 2002; Granström et al., 2002; Koffas et al., 2003; Wolman and Appley, 2002) and optimization of cultivation processes (Shimizu et al., 1999). Many of the computer simulations have employed either dynamic simulation or MFA to predict the behavior of metabolic pathways. Since MFA provides only a snapshot of the pathway properties at a steady state under specific environmental conditions, it cannot provide information on time-dependent changes in each flux. On the other hand, the kinetic simulation model represented by a set of simultaneous differential equations provides temporal evolution of pathway properties, although collecting a complete set of kinetic parameters is extremely difficult. Focused on ABE production, there is no report on the development of a kinetic...
simulated model for describing the dynamic behaviors (temporal responses) of target metabolites such as glucose, acetone, butanol, acetate, butyrate, and biomass. In this study, we have first proposed a novel kinetic simulation model that describes such dynamic behaviors and have carried out a sensitivity analysis to assess its validity and to reveal which pathways have impact on high production of butanol.

Kinetic parameters were estimated by the heuristic searching method to realize the experimentally obtained time-course data of glucose, acetone, butanol, acetate, butyrate, and biomass for the initial glucose concentration of 70.6 mM. Furthermore, to confirm the validity of the developed model, we next examined whether the designed models could describe the experimentally obtained time-course data for initial glucose concentrations of 36.1, 122, and 295 mM as well. As shown in Figs. 6 and 7, and Table 4, the proposed model for ABE production with fixed values of kinetic parameters (Model III) could describe the dynamic behaviors of target metabolites (0.901 of $r^2$), even when the initial concentration of glucose varied between 36.1 and 295 mM. Even though this model does not consider ATP- and NADH-balances, it is one of the best candidates for kinetic simulation of metabolic pathways in ABE production.

Sensitivity analysis by the kinetic simulation model can reveal which pathways have most impact on high production of target products. Sensitivity analysis was carried out to assess the impact on endpoint butanol production, amount of butanol production, and butanol productivity with a 5% change in each kinetic parameter in rate equations. As shown in Table 5, a 5% increase in kinetic parameters ($V_{\text{max}1}$, $K_{m1}$) at $R_1$ had a greatest negative impact on the butanol production. The values of IAD were higher than the absolute value of ID (temporal profile (d) in Fig. 2), indicating that 5% increase in the parameters of $R_1$ has positive impact on the amount of butanol production during early phase in cultivation and negative impact on butanol productivity during late phase in cultivation. Furthermore, these results indicated that early production of butanol had a negative effect on butanol production.

Butyrate reassimilation is generally considered to occur via CoAT ($R_{15}$) and the reverse pathway of butyrate production ($R_{17}$) (Jones and Woods, 1986; Desai et al., 1999). So, we carried out the sensitivity analysis to reveal which pathways are effective for butanol production. The sensitivity of butanol production by a 5% increase of $V_{\text{max}17}$ in $R_{17}$ was positive and the temporal profile belongs to (a) in Fig. 2, whereas the sensitivity of $r_{15}$ was negative and the temporal profile belongs to (b) in Fig. 2 (Table 5). The sensitivity of butanol production by a 5% decrease of $V_{\text{max}15}$ was positive and the temporal profile belongs to (a) in Fig. 2 (Table 6). Furthermore, a 5% decrease in $V_{\text{max}15}$ had a negative impact on acetone production (data not shown here). These results indicated that decrease of acetone production was responsible for the butanol production. Comparing the result of $r_{15}$ and that of $r_{17}$, reassimilation by $R_{17}$ was more important and more preferable for butanol production than that by $R_{15}$. Therefore, we could predict which pathway might have more impact on the higher butanol production by using developed model. Based on the results in Tables 5 and 6, Table 7 is summarized the estimated manipulation strategy of kinetic parameters for the higher butanol production.

The main focus of metabolic engineering is metabolic pathways and its goal is the optimization of the yield of some desired metabolites. The optimization aims to identify the best possible outcome, and from a mathematical viewpoint, outcome is a value of some function – often called the objective function – and the best possible value of the outcome is the maximum or minimum of the objective function. In other words, optimal control is to estimate the values of time-dependent control variables for maximizing or minimizing the objective function. What is the best optimal strategy for maximizing butanol production? Related to this problem, we have analyzed the time-sliced metabolic flow of each pathway in ABE production. In addition, once the kinetic parameters in the dynamic simulation model are fixed, we can examine the time-variant changes in every metabolic flow during the transient time period, which leads us to the prediction on the target pathways to be controlled.
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