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Je veux une 
bonne note à 

ma 
présentation

I want a good 
grade for my 
presentation
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Supervision x Unsupervision Self-supervision



Objective ? 

à Detecting Anomalies in Text via 
Self-Supervision of Transformers
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• Anomaly Detection

• Self-supervised learning

• Transformer

Use ? 
Credit card fraud

Malware / Spam detection

Intrusion Detection System



Training
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Testing

x = indie movies grow in popularity

Discriminator

PL = mean(       , … ,     )

PL low  à anomaly

PL = Pseudo Label Score
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Result
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Outperforms state-
of-the-art results 
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Performance = 95%

Performance = 84%
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Databases

DATE



Conclusion
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Self-supervision

Mask pattern

Transformer
A former Conservative strategist 
was Chief of Staff to former 
Minister. He then played tennis with 
his friend.

Outperform 
state-of-the-art

Specific database

Test

! Anomaly


