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Abstract. Advisors in a small graduate program needed to be able to help students with a
wide variety of needs and preferences in terms of starting term, pace of study, program of
study, and mode of course delivery to identify plans of study in a dynamic fashion and en-
able them to follow those plans. Course sections were limited and needed to serve multiple
programs and all types of students in those programs. Last-second schedule changes due
to overly large or small registration numbers were problematic. Special arrangements to al-

low students to graduate on time were frequent and costly and lowered academic quality.

Copyright: © 2021 INFORMS

Analytical tools were developed to help with the planning and alleviate these issues. The

tools and the overall approach should be of interest to educational institutions and pro-
grams that need to offer a wide variety of students extensive flexibility and choices within
a highly constrained scheduling environment.
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Union Graduate College (UGC; which has since be-
come part of Clarkson University) faced many diffi-
culties associated with finding plans of study that met
the needs of students in its business and management
programs. The primary causes of these difficulties
were the highly variable needs of the students and the
very limited number of course sections that could be
offered across all programs. Little could be done about
either cause because UGC needed all of its many types
of students to achieve its enrollments and could not
expand its course offerings and still process those en-
rollments in an economically feasible manner.

This paper describes analytical tools that were de-
veloped in the dozen years before UGC’s merger into
Clarkson to help with these issues. During that time,
UGC offered 80-90 course sections per year spread
over four terms (fall, winter, spring, and summer),
with average enrollments per section of 16-18. This
volume of enrollments could only be achieved by of-
fering several degrees and certificate programs in a
flexible manner. By flexible, I mean that students
could start any program in any term with different
courses waived based on their background and could
proceed at any pace. Courses were offered in multiple
delivery modes, and students could mix modes in and
between terms. To limit the number of sections in total
and achieve sufficient enrollments in each section, all
class sections were shared by part-time and full-time
students, and the majority of course sections served
multiple programs.

409

Newly admitted students were assigned an aca-
demic advisor (a professor in the program), who
would help them develop a study plan that needed to
take into account their specific needs and preferences,
as well as prerequisites and the course schedule. By
study plan, I mean the identification of all classes a
student planned to take and when they planned to
take them to complete their degree. All professors
served as advisors, and they possessed and exhibited
a wide variety of skills and knowledge levels related
to advising. Advising was originally a manual process
that resulted in many problems:

o Prerequisites were missed. Although they were
picked up by the student information system (SIS) at
the time of registration, this led to last-second plan
changes.

o Feasible (much less optimal) plans of study for stu-
dents were difficult to find, especially for students
moving quickly or not starting in the summer or fall
terms.

e Enrollments overloaded some sections, and some
sections were too small to economically run. Last-sec-
ond changes to schedules were chaotic for all involved.

o Soft prerequisites (that could be violated if neces-
sary) were not uniformly known by the advisors or
agreed on by professors and were difficult to exploit,
even when known.

e Expensive, time-consuming independent-study
courses were often used to patch up scheduling and
advising issues.
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After a review of related literature, I describe three
analytical tools in the same order that they were de-
veloped chronologically for use at UGC. In some
sense, each tool was designed to supplement and
complement the previous tool(s) based on experience
with those tool(s) and issues that remained unre-
solved. They were not conceived or developed simul-
taneously as a package. Only a preliminary version of
the third tool was developed at the time UGC merged
into Clarkson; I describe the vision for that tool, as
well as its status at the time of the merger. Both of the
first two tools were mature and had generated signifi-
cant benefits across multiple years before the merger.

The tools I describe were developed specifically to
address UGC'’s situation and needs. As such, they will
be of most interest to institutions or programs with
the following characteristics:

e Student choices are numerous (electives, modes of
delivery, etc.), and considering student preferences is
of prime importance.

e Student schedules are flexible with little or no co-
hort structure. New students may start any term and
proceed at their own pace.

e Course sections are limited and not easily expand-
ed for resource and budgetary reasons.

e Closing courses as “full” may be problematic in
terms of both student course preferences and time of
program completion.

These characteristics are suggestive of smaller insti-
tutions or programs. Larger programs and institutions
with multiple offerings of courses throughout the year
also face difficult scheduling problems, but they are
different in nature and have received considerable
and ongoing attention in the study of timetabling.

Related Work

The vast majority of the literature that addresses edu-
cational scheduling focuses on what is known as time-
tabling. Timetabling addresses both class scheduling
and exam scheduling and typically focuses on allocat-
ing resources such as courses, classrooms, instructors,
and time blocks. The literature on timetabling applied
to class scheduling alone is huge and growing. This is
undoubtedly partly because timetabling is an NP-
hard problem (Bardadym 1996)—and, hence, very dif-
ficult to solve efficiently—and because institutions
face similar, but not exactly the same, problems and
have differing objectives. The literature is ripe with a
wide variety of both methodological approaches and
applications. See Junginger (1986), Wren (1996), Burke
et al. (1997), Burke and Petrovic (2002), and Pongchar-
oen et al. (2008) for thorough discussions of timeta-
bling and the associated literature. Pongcharoen et al.
(2008) and Kassa (2015) also provide excellent litera-
ture reviews. Good descriptions of actual applications

are numerous; examples include Stallaert (1997),
Kassa (2015), and Strichman (2017).

Two timetabling articles of particular interest here
are Sampson et al. (1995) and Ogris et al. (2016), in
that they included getting students into their most de-
sired electives as part of the timetabling problem
structures. The former was even for a Master of Busi-
ness Administration (MBA) program, albeit a much
larger one (Darden School at the University of Virgin-
ia) than UGC’s, whereas the latter was for students
aged 6-15 years. This objective of getting students the
courses they prefer is a core part of the tools I will de-
scribe, but there are crucial differences in the setting
and the approach. At Darden, students expressed
their preferences among the courses that were to be
offered in a single term, and the courses were then
scheduled with those preferences taken into account,
along with other standard timetabling issues previ-
ously described. Also, the first year was lockstep
through the required courses, and it was only the sec-
ond year with known, continuing students that Samp-
son addressed.

At UGC, the selections were limited and tightly
constrained, to the extent that course selections or
even preferences for a single term simply could not be
made without considering other terms. To do so
would have frequently led to students being unable to
find feasible schedules in subsequent terms that en-
abled them to get the classes they needed and wanted
and finish in their desired time frame. Instead, advi-
sors worked with students to develop study plans
across multiple terms that would enable them to com-
plete their program requirements and get the electives
they most wanted. This was not an easy process. The
difficulties were compounded by the fact that stu-
dents entered the programs and needed plans of
study throughout the year and often needed to be
able to mix in electives early on to get a better plan.
Even with the schedule provided for a full academic
year, including the assignment of time slots and pro-
fessors, finding good plans of study was difficult and
time consuming, and the quality of the plans was vari-
able. Thus, the focus at UGC was on student study-
plan development, and the role of the institutional
schedule was to support that as much as possible.
There was a timetabling aspect to UGC’s problem
(very limited number of time slots), but it was not the
primary issue that needed to be addressed.

The first two tools that I developed at UGC did not,
therefore, address the development of the institutional
schedule. Instead, they required it as an input and fo-
cused on enabling students (working with their aca-
demic advisors) to better take advantage of it. It was
only the third tool that began to address the develop-
ment of the institutional schedule itself. At that point,
the first two tools had been in use for multiple years,
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and the third tool was undertaken to allow potential
schedules to be evaluated based on the results that
could be obtained if they were implemented using the
first two tools.

As mentioned, the primary constrained resource is-
sue at UGC was time slots. The majority of classes
were distributed across only the four most popular
time slots—one evening per week for 200 minutes on
Monday, Tuesday, Wednesday, or Thursday, with
five to seven course sections on each of those four
nights. Weekend, late-afternoon, and online sections
did ease the burden on those time slots a bit. Students
and their advisors needed to know which classes
would be in the same time slot each term in order to
avoid scheduling conflicts that would make their
study plans infeasible. The institutional schedule for
an entire year, therefore, was set (with minimal ad-
justments throughout the year) well in advance of the
fall term, so that students could develop their study
plans for the full academic year. Even with the full de-
tailed schedule for the entire year, the development of
study plans was difficult and time-consuming, owing
to the limited sections, limited time slots, and wide va-
riety of student needs and preferences; improving this
process was the focus of the first two tools.

The institutional class-schedule development pro-
cess itself revolved around altering the previous
year’s schedule. This is not uncommon; the American
Association of Collegiate Registrars and Admissions
Officers (AACRAO 2016) survey of undergraduate
and graduate programs across all 50 states and many
countries found that more than 70% of undergraduate
programs and almost 70% of graduate programs con-
sidered the previous year’s schedule to be either very
important or important in developing a new schedule.
Having some stability in the schedule was crucial for
UGC'’s students to be able to develop plans of study
across more than one year. The schedule did, howev-
er, require some changes year to year owing to
changes in enrollments, faculty availability, and other
factors. The institution scheduling need, therefore,
was focused more on how to make the necessary
changes in the schedule to enable students to come up
with study plans that met their needs than it was on
many of the typical features of timetabling, such as
classroom or teacher availability. This was historically
done manually and intuitively at UGC; the objective
of the third tool was to make that process more
analytical.

The American Association of Collegiate Registrars
and Admissions Officers (AACRAO) survey found
that slightly more than half of the institutions did not
employ any sort of software in their scheduling, and
the majority that did utilized software that was
homegrown. A goal of this paper is to both provide a
possible structure for homegrown approaches and

motivate development of commercially available
packages to include approaches that face challenges
similar to UGC’s, in addition to the ones faced by
large institutions that have received the lion’s share of
attention to date.

The AACRAO survey also addressed what they called
student scheduling/planning technology, which re-
fers to the students developing a schedule or plan of
courses to take. This is more at the heart of the
approach I will describe than is timetabling, so it is
helpful to review what AACRAO meant by this and
to review the literature in this area.

AACRAQO defined student scheduling/planning as
technology that informs the student of all possible
conflict-free schedule combinations of their preferred
classes available for immediate registration. They not-
ed that respondents seemed to confuse this with two
related topics that they were not specifically asking
about:

o Degree audit: Informs students of progress made
toward completion of their degree/major; and

e Study-plan development (our term): Allows stu-
dents to plan courses for terms beyond those that are
available for immediate registration.

Even with this expanded focus, only 28% of re-
spondents said that they offered a tool to assist with
student scheduling/planning. For the situation faced
by UGC, a student-scheduling/planning tool that was
separate from the degree audit and study-plan capa-
bilities was practically useless; all three had to be part
of an integrated tool. In addition, it made sense to
somehow incorporate this tool into the process for de-
veloping the institutional schedule, as one of the pri-
mary purposes of the schedule was to allow good stu-
dent scheduling/planning.

Research related to planning from the student’s
standpoint is more limited and specialized. Head and
Shaban (2007) develop the institutional course sched-
ule and the students’” schedules simultaneously
(which would be ideal), but their approach is for the
first year of a program where all students take the
same courses. Chen et al. (2014) present an approach
to planning coursework from the student’s perspec-
tive, and they take into account student preferences
for time slots and elective courses; their model, how-
ever, only considers a single term, and they identify it
as a limitation of their model that it cannot be applied
to multiple terms. Dechter (2007, 2009) considers stu-
dent course-plan development across multiple terms
and includes both core and elective courses and a
maximum course load per term. However, the model
does not start with the institutional course schedule,
but, rather, assumes that the courses included in the
model solution will, in fact, be offered during the
terms scheduled by the model and in such a manner
that the schedules will be feasible for the students (no
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overlaps of courses or problems with student avail-
ability). Kumar (2017) describes a model that is most
similar in both spirit and approach to the one that is at
the heart of the approach presented in this paper.
They both use integer-programming models as tools
for advisors to help students develop course plans
across multiple terms. As such, they both include con-
straints to ensure that course prerequisites are fol-
lowed and that program requirements are met. These
are essential requirements of any approach to devel-
oping a multiterm study plan, whether any sort of
optimization is attempted. The approaches differ in
important ways, however, and these differences stem
primarily from the situation that was being addressed
and the desired objectives. Kumar (2017) developed
and exemplified the approach for several programs in
the California State University system, with the explic-
itly stated goal to increase four-year and six-year
graduation rates. Consequently, the objective function
was to minimize the time required to complete the de-
gree. Student preferences (beyond choosing the de-
gree program itself) were not treated. In addition, the
study plans (called graduation roadmaps) were
viewed as suggestions to help students make their
choices for the upcoming term, rather than linking di-
rectly to registrations in any way. Students could
make choices that differed from their roadmap and
might have to if they could not follow it either for per-
sonal reasons or because they were shut out if a
course reached capacity. Although actual implementa-
tion was not discussed in the paper, the stated inten-
tion was that the students would update their road-
map each term before making choices for that term, so
that they would always at least have a feasible road-
map for graduating as quickly as possible.

At UGC, the idea for optimizing study plans fol-
lowed several years of advisors using an advising ap-
plication (the first of the three tools I describe in this
paper) and arose out of a desire to improve the power
and usefulness of that tool by accomplishing the tech-
nical aspects of their task far better than advisors
could do, while also freeing them up for better interac-
tion with their advisees. Student preferences were al-
ways the main focus of advisement, and the preferen-
ces needed to consider not only the courses, but also
their modes of delivery, because students could freely
mix and match modes within and between terms.
Study plans were developed as students were admit-
ted (on a rolling basis), and the plans were integrally
linked to actual course registration. Students could
work with their advisor to update their plan at any
time and were asked to do so as soon as they identi-
fied the need for an update, but they were only al-
lowed to actually register for the courses on their
plan. The advising application tracked intended en-
rollments from study plans in each course section on a

real-time basis, and the linkage between the study
plans and registration was crucial to the accuracy of
these numbers. Advisors were asked not only to help
students develop study plans that best met their pref-
erences, but also to use the advising application to
monitor these planned course registrations and to
avoid filling up course sections when possible. This
was also directly related to meeting student preferen-
ces; it was crucial that the schedule retain full flexibili-
ty so that future student-advising sessions would not
have to work with diminished choices. I describe later
in the paper the significant progress that was made
using the advising application, but advisors still faced
an overwhelming task; optimality was not considered,
and the definition of a good plan was simply one that
the student agreed to.

Personalized interaction between advisor and stu-
dent is crucial to good advisement, but the advisor of-
ten had to focus so much on the technical aspects of
the task that this interaction was diminished. In addi-
tion to improving the quality of the study plans by
better accomplishing the technical aspects, it was
desired to free up the advisors to focus more on this
interaction. As the difficulties associated with the
technical aspects of advising stemmed from its combi-
natorial nature and the large number of aspects the
advisor was asked to take into account, a study-plan
optimization tool using an integer-programming
model was developed to achieve both objectives. The
model prioritized student preferences both in the ob-
jective function and in using constraints to allow for
all feasible prerequisite and corequisite flexibilities to
be utilized when necessary to better meet student
preferences. In addition, as described in detail later in
the paper, some model parameters were calculated
based on real-time data on planned registrations ob-
tained from the advising application tool. By so doing,
the model was able to protect course capacities for fu-
ture student advisement without affecting the ability
to meet the preferences of the student currently being
advised. The time to completion (the objective func-
tion in Kumar 2017) was a by-product of the student’s
maximum load per term inputs. A common question
that students asked was what their plans would look
like if their time to completion was varied. This type
of sensitivity analysis was time consuming and diffi-
cult to do well, much less optimally, before the model,
but was quick and natural with it. This is one example
of how the model freed the advisors from the techni-
cal aspects of their task (and did that part better than
they could) and enabled them to interact with stu-
dents in a more personalized manner.

Winch and Yurkiewicz (2014) also suggested an in-
teger-programming model to maximize the schedule
rating from the student’s standpoint, but they focus
on a small set of courses and a single term and present
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their approach primarily as a case study that could be
used in a management science course for educational
value. Although our approach, with its constantly
changing model coefficients, is not particularly suit-
able to actually build in a classroom setting, the nature
of the problem is very intuitive to students, and I have
found it to be useful as an example in an MBA man-
agement science course.

Scheduling and Advising Tools

Before any tools were developed, UGC converted its
scheduling and advising from a term-by-term regis-
tration-approval basis to an annual basis. A study
plan for each student was developed officially for a
full academic year (all four terms, starting with fall),
and tentative plans were developed for a student’s en-
tire program when it extended beyond the academic
year. This original study-plan system was paper-
based and, although a significant improvement on the
term-by-term registration process, was time consum-
ing and error-prone and had many problems, as de-
scribed in the opening section.

Study-Plan Advising Application

I developed a Visual Basic computer application that
allowed the students and advisors to develop study
plans much more quickly and accurately. The applica-
tion was first used for the 2005-2006 academic year.
After an opening screen gathered basic initial data,
the application used one screen per term (an example
is shown in Figure 1) for course selections, while en-
forcing all logic features (only one course per slot, pre-
requisites, and each course chosen in at most one
slot). The example screen shows these logic features
being enforced via disabling illogical selections. One
can see how tightly constrained the problem was with
only four primary time slots each term and prerequi-
sites disallowing many courses from being selected.
The user could toggle from screen to screen to explore
various possibilities and do this knowing that the
current selections were always feasible and that all en-
abled course selections could safely be chosen. A sum-
mary screen showed the plan for all four terms and
progress toward the degree (see Figure 2) and could
be easily viewed at any point. Once the selections
were satisfactory, they were submitted, and the plan
was saved and printed, if desired. The application
was immediately successful at getting the students
valid plans that did not violate prerequisites and that
assured each student was completing all degree re-
quirements. Before its implementation, whenever stu-
dents found themselves unable to finish their program
in their desired time frame by taking actual scheduled
courses, it was UGC'’s policy to conduct independent
studies (student working one-on-one with a professor)

to enable them to do so. The professors were paid
$500 per independent study, their time was taken
away from other duties, and the quality was almost
always lower, owing to a lack of interaction with other
students. Such independent studies were virtually
eliminated after previously averaging 10 per year.

The application tallied the number of students plan-
ning to take each section of each course and displayed
the updated numbers (as seen in Figure 1). This theo-
retically allowed real-time knowledge and control of
student flow into course sections well in advance of
registration. It was hoped that this would help with
what the dean at the time described as the “constant
stress (and sometimes chaos)” (Chudzik 2020) that
preceded each term and was due to finding out very
late how many people would take each course. There
was one situation where a course was split into two
sections on the night of the first class meeting, and
half the students were forced to go with an adjunct
professor, who had agreed to the arrangement that
morning. The dean “got a lot of very negative feed-
back from the students from that situation” (Chudzik
2020). Although the initial implementation helped
right away, the results the first year were limited by
two related factors: Many students did not create
study plans, and their registration was not tied in any
way to even having a plan. Subsequently, an arrange-
ment was made with the registrar’s office so that
registrations were approved if and only if students
had a study plan and their registration matched what
was on the study plan. Students were told this and
were also guaranteed that they would not be closed
out of a course section owing to course-capacity limits
if they had it on their study plan, so that it was effec-
tively a reservation. They were told that they could al-
ways update their plan (it was not a commitment on
their part), but that it should always reflect their best
current intentions. Section capacities were enforced
within the advising system and were only violated if
absolutely necessary to avoid forcing a student to at-
tend an additional term.

It was also hoped that advisors would use the real-
time numbers of students planning to take each sec-
tion to proactively protect capacity by advising stu-
dents into smaller sections when it did not affect their
other preferences. To do this well required advisors to
look at these numbers for different sections of each
course across all terms, and, in practice, they rarely
paid attention to the numbers because they focused
on the difficult task of finding feasible schedules that
mostly met the students’ needs. In fact, this tool never
was successful at getting students into smaller sec-
tions. This feature did, however, allow problem sec-
tions to be identified and addressed well in advance
of registration. Overly large sections were split, and
professors lined up to teach them well in advance of
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Figure 1. (Color online) Advising Application Term Screen
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term starts. Small classes were canceled when neces-
sary well in advance and only after students intending
to take the course had their study plans satisfactorily
adjusted. The second year of use was much more suc-
cessful after these changes. The “chaos” was virtually
eliminated. After the initial adjustments just de-
scribed, this tool was used with only minor
updates and continues to be used at Clarkson after the
merger.

Study-Plan Optimization

Although the advising application was very success-
ful, study-plan development was still a tightly con-
strained, difficult, and time-consuming process. Some
advisors were better than others, and some had more
knowledge of which prerequisites could be violated if
absolutely necessary and when to take advantage of
this flexibility. It was especially difficult to develop
plans for students who needed to complete their pro-
gram quickly and for students who started in the win-
ter or spring terms; the course sequencing was better
suited for summer and fall starts because they were
the majority. International students were an example

of those who were particularly difficult. The advisor
for international students reported: “Prior to their ar-
rival their 9 or 12 month study plan had to be final-
ized because it had to be approved by their (overseas)
advisor. They had courses waived but often had 12 to
14 courses to fit into three trimesters or possibly four
(summer term). It often took me hours to shuffle
course schedules around and also change elective
courses to find a fit. I would send the schedule to
them and often they would request changes to the
electives. That made me go through the whole
process again. Each iteration took hours” (Chudzik
2020).

New advisors especially found the entire task to be
daunting. One new (at the time) advisor reported: “I
was not familiar with which courses students should
take and when within their program they should take
them. So, I was behind the 8-ball and pretty clueless. I
did not want to screw up a student's study plan just
because I was new. I was concerned about making
some huge mistake and then the student would not
graduate on time all because of my poor advising”
(DeJoy 2020).
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Figure 2. (Color online) Advising Application Plan Summary Screen
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Also, as mentioned, the application was not suc-
cessful at spreading the enrollments into smaller
sections.

The first step was to standardize and clarify the
course relationships as strict prerequisite; recom-
mended as prerequisite, but could be taken simulta-
neously (corequisite); or recommended prerequisite,
but not required. A set of courses was also identified
for each program that should be taken as late as possi-
ble, notably, including most electives and the capstone
course. These features were agreed on by all profes-
sors. I then developed an integer-programming
study-plan optimization package, which was imple-
mented in Excel using OpenSolver. The complete
model is provided in the appendix.

The objective function (Equation (A.1)) was to maxi-
mize the sum of the student preference ratings (both
course and mode of delivery) across all courses select-
ed, with small rewards for selecting “late program”
courses (courses that are better taken late in the pro-
gram) late, small penalties for selecting a course be-
fore a recommended prerequisite was taken, small
penalties for selecting a course in the same term as a
corequisite course, and a small penalty proportional
to the section size (number of students who had

already selected that section in their study plans). The
penalties and rewards were all chosen to be small
enough that their total effect could not exceed one.
This ensured that student preferences in terms of both
electives and mode of delivery were always maxi-
mized, as the preferences were specified as integers.
Operationally, this meant that flexibilities with requi-
site courses were always used; late-program courses
were always moved earlier if they enabled a higher
student preference sum, and students were put into
smaller sections only if this did not reduce their pref-
erence sum. There was also a hierarchy among these
add-ons; allowing courses to be taken in the same
term as a corequisite or before a recommended pre-
requisite had the largest effect, followed by selecting
late-program courses early, followed by section size.
The section-size penalty, as historically implemented,
subtracted the average section size for the course from
that specific section’s size. I later realized that this sub-
traction was redundant for required courses because
the total subtraction was a constant, and it did not at
all affect electives with only one section for the year.
The improved formulation shown would have fa-
vored a small over a large elective if and only if the
student preferences for them were equal. The
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constraints (Equations (A.2)—(A.9)) consisted of the
following;:

Equation (A.2): (A) Each elective course could be se-
lected once at most and only if it was not already taken
or waived, and (B) each required course had to be se-
lected exactly once or waived or already taken.

Equation (A.3): One course at most could be selected
in each time slot in a term, with the exception of online
asynchronous classes, which did not require specific
times of the students.

Equation (A.4): The number of courses selected in
each term had to fall in a range specified by the student
(could differ from term to term).

Equation (A.5): The total number of courses selected
plus those waived or taken before the plan had to equal
the total number required for the degree.

Equation (A.6): (A) At least one finance/economics
elective and (B) one non-finance/economics elective
had to be selected or waived or already taken. (C) In
addition, at least one elective designated as global had
to be selected or waived or already taken. All global
electives were also either finance/economics or not
and could satisfy those requirements as well.

Equation (A.7): All prerequisites for a course must
have been completed before the term that the course
was selected.

Equation (A.8): (A) All corequisites for a course
must have been completed before or during the term
that the course was selected. (B) This constraint
defines the number of corequisites completed during
the term.

Equation (A.9): This constraint defines the number
of recommended prerequisites for a course not com-
pleted before the term the course was selected.

To give some idea of the size of the problem, in one
typical year, there were 33 total sections of the 12
courses required of the MBA program. There were 23
electives offered, with only two of them having two
sections. The program required seven electives to be
taken. Across the entire school, there were 90 sections
of courses offered over the four terms (the majority of
courses served multiple programs). The programs
ranged from six-course certificates to the 19-course
MBA and healthcare MBA. There were eight time
slots per term and six modes of delivery. The sets of
exact terms, time slots, and modes of delivery are pro-
vided in the appendix. As mentioned, the majority of
the class sections were in the four evening time slots.
About 75% of the courses had requisites of some kind.
The typical number was one or two, but the capstone
MBA course had four prerequisites and seven recom-
mended prerequisites, making up the 11 other re-
quired courses. A prominent difficulty in the advising
process was to come up with a plan where the four re-
quired courses and as many of the seven recom-
mended course as possible were taken before the

capstone, while still mixing in the desired
electives and obeying the other requisites and course
conflicts.

The majority of advising was accomplished with
live one-on-one sessions. Gathering the required mod-
el inputs from the student took some time, but provid-
ed structure and more quantification to what was al-
ready an essential part of advising. The study-plan
optimization tool was then utilized during the ses-
sions, often multiple times to conduct sensitivity anal-
yses. Models were solved in a matter of just a few sec-
onds and had no effect on session flow; as a result, no
attempt was made to either analyze or improve the so-
lution times. I note that the implementation was done
on a program-by-program basis, although they all ac-
cessed the same real-time database of planned regis-
trations on the completed study plans. This was done
both so that the student-input sheet could be tailored
to the program and so that the model constraints
could be formulated specifically for each program.
The size of the problem depends largely on the num-
ber of courses in a program and the number of sec-
tions offered of each course. The largest UGC pro-
grams were 19 courses; larger programs would take
longer to solve. Programs with more sections per
course would also take longer to solve, but it is less
likely that such programs would be interested in the
model because readily available sections of all courses
on an ongoing basis negate one of the primary needs
for the model. Although I had no need to speed up
model run times, institutions with similar, but larger,
problems might want to at least do some preprocess-
ing based on the individual student situations. For ex-
ample, course sections for courses that the student
had already taken or waived or that had zero prefer-
ence ratings for both the course and the delivery
mode could be eliminated from the model, reducing
both the number of decision variables and constraints.

Figure 3 shows the student inputs and the opti-
mized plan for an example student. The worksheet
shown is cut off for space reasons; the omitted part is
the continuation of preference inputs for all the elec-
tive courses. Note that the second worksheet in the
file is where the model is solved. The other two work-
sheets allowed students to force selections into the
model and to black out (prevent) selected slots from
being used.

It should be noted that the objective function was
only maximized based on the inputs from the stu-
dents, and those inputs were not cut and dried. As-
sessing preferences for courses was subjective and
took time and thought. The same was true for delivery
mode. Also, adjusting the minimum and maximum
number of courses per term if the optimization indi-
cated that no feasible solution could be found or the
solution identified was in some way not satisfactory
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Figure 3. (Color online) Study-Plan Optimization Tool
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to the student required thought from both student
and advisor. I found it more difficult to “train” the
other advisors on how and when to do a sensitivity
analysis on the parameters than to actually use the
tool itself. The majority of advisors had no back-
ground in mathematical programming, and sensitivity
analysis was not intuitive to them. As an example,
when presented with the optimized plan based on
their original inputs, students would find something
about it that they wanted to improve, such as more or
fewer online courses. Adjustments to their inputs, if
done in a reasonable manner, could often lead to a
plan that they liked better, even though it had a lower
objective function value with their original subjective
inputs. As another example, one advisor put in the
minimum number of courses per term across multiple
terms, so that their sum exceeded the number of
courses required to complete the program, and did
not know why the optimizer was unable to find a fea-
sible solution. In fact, the possibility of making the
tool directly available to students was considered, but
rejected, for two reasons. First, the students would
have even less experience than the advisors with
mathematical programming and might encounter sit-
uations that would frustrate them. Advisors could
and did consult me and others in such situations, and
we would share resultant tips with all, so they gradu-
ally developed the skills to handle them on their
own, but students would not have the opportunity to
develop such skills. Second, we wanted to encourage

interaction between students and professors outside
the classroom in general and thought they would be
able to share useful information about courses that
students would not know, and that might affect their
preferences.

It is worth noting that UGC made a conscious deci-
sion to have professors be the advisors, rather than
having a centralized advising function. Although we
recognized that the latter approach has many benefits
(and many professors advocated that approach), we
wanted to increase student-professor interaction and
not require an additional specialized resource. Consis-
tent quality of advising is a definite advantage of
centralized advising, and one clear benefit of the
study-optimization tool at UGC was to improve con-
sistency between professors, so that programs that
have professors do the advising would reap more of
this benefit. The main advantage of the tool, however,
was that it optimally performed the technical, combi-
natorial optimization portion of the task better and
faster than any advisor (professor or otherwise) could
and freed the advisors up to interact more personally
and successfully with the students.

Opverall, the study-plan optimization tool was a suc-
cess and was particularly helpful for newer advisors
and those who advised students with the most diffi-
cult scheduling situations. The advisor for internation-
al students reported, “With the optimizer it took a
matter of minutes. It also allowed me to easily initially
offer more than one schedule which I did not do prior
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to the optimizer. Students appreciated that” (Chudzik
2020). The previously quoted new advisor said, “It
helped to give me a framework or guide. It was like
having an expert advising specialist walk me through
the advising process” (DeJoy 2020). He also said the
time and cost savings were “incalculable” and cited
his own time in developing the plans, the time of
more experienced advisors who would have had to
help him with questions, the costs that would have
been incurred to correct advising errors, and the loss
of student satisfaction due to poor advising.

Savings in faculty time alone were estimated to ex-
ceed 200 hours per year. The benefits of improved
quality of advising are more difficult to quantify.
UGC administered the widely used Noel Levitz stu-
dent-satisfaction survey, which has advising as one of
its major scales. Unfortunately, this instrument was
not used before the tools described here, so I cannot
assess the impact, but after the tools were imple-
mented, advising consistently scored 5.8 or above and
ranked as the second-highest scale at UGC behind
only instructional effectiveness.

Although largely invisible to both students and ad-
visors, the penalty features also yielded benefits. The
prerequisite flexibilities (with penalties) opened up
possibilities for plans to better meet student needs
that most advisors did not ever previously consider.
The section-size penalty helped UGC avoid overly
small or large classes by dynamically preserving sec-
tion capacity for students who really needed it; the co-
efficient of variation of section sizes dropped from
0.49 to 0.33.

Schedule-Evaluation Tool

As mentioned, the institutional schedule was a re-
quired input to both of the tools previously described.
As is true at many colleges, its development revolved
around being able to effectively make adjustments to
the previous year’s schedule to take into account
changes in anticipated enrollments and in faculty/
course availability. Since becoming the part-time asso-
ciate dean in 2009, I was responsible for developing
the schedule each year and did so based mostly on in-
tuition and experience with advising. During the third
year of use of the study-plan optimizer, it occurred to
me that a natural way to evaluate any potential insti-
tutional schedule would be to see how good the opti-
mized study plans would be if the optimizer were
used. To get started, I asked advisors to start storing
their advisees’ optimizer inputs into a database as
they used the optimizer.

As the database of sample optimizer inputs was
slowly building, I developed the initial (and, unfortu-
nately, final) version of the schedule-evaluation tool.
This version consisted of simply allowing the user to
build a data set for any institutional schedule and

then solving the integer-programming problem for
each set of student inputs in the sample-optimizer in-
put database for that schedule. As I was going to be
the only (initial) user of this tool, I built it in Statistical
Analysis System without any user-friendly features.
The database of sample study-plan optimizer inputs
was still small at the time that the initial version was
developed. Keeping in mind this limited database, I
used the tool to evaluate several schedule alternatives.
The primary benefit of doing this was some comfort
in knowing that the schedule that we went with
would have resulted in a very similar quality of study
plans (based on the sample-optimizer input database)
as the previous year’s schedule.

When UGC merged into Clarkson, the structure of
the program changed dramatically. In particular, the
full-time, on-campus MBA was a lockstep program
with day classes, and a separate online MBA was for
part-time students. The scheduling issues from both
the individual student and institutional standpoint
changed fundamentally. The study-plan-advising Vi-
sual Basic application tool was retained and continues
to be very helpful to proactively manage large and
small sections, but the study-plan optimization and
schedule-evaluation tools were not carried forward.
Admittedly, this schedule-evaluation tool was in its
early stages, so I think it is important to at least briefly
describe my intentions for further development, so
that readers from institutions with situations more
similar to UGC’s than Clarkson’s can properly consid-
er whether they might want to take a similar
approach.

Essentially, the tool as it existed had two major
limitations that I intended to address. First, it was ba-
sically a static simulation because the study-plan
optimization problem was solved for each of the sam-
ple-optimizer inputs in one batch using the schedule
to be evaluated. In reality, students started the pro-
grams and needed to develop study plans throughout
the year, and the study-plan optimizer used real-time
information on section sizes. To properly mimic the
actual process required a dynamic simulation. Most of
the work to accomplish this would have revolved
around getting study-plan-optimizer inputs to
“arrive” (have their study plan optimized) over time
throughout an academic year to mimic the anticipated
arrivals in the coming year. This would have meant
having a comprehensive single database composed of
the inputs for the continuing (from the current year)
students, plus sample inputs for the forecasted stu-
dent starts in the next year. The former would have
been obtained from advisors interacting with their ad-
visees who would be returning and the latter by
matching the forecasts by student type (degree, full-
or part-time, term start, etc.) with corresponding
student-sample-optimizer inputs from the sample-
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input database that we were slowly building. This
was going to be a nontrivial amount of work, but the
numeric forecasts of new student starts by term and
program were already being produced for other pur-
poses. The schedule-evaluation tool would then, in-
stead of solving the optimization problem for all sam-
ple inputs in a batch, solve them in a dynamic
simulation, where study plans were developed over
(simulated) time. Class-section sizes would be tracked
so that the smoothing of enrollments, which was not a
part of the static simulation, would be a part of the dy-
namic simulation. This would have enabled institu-
tional schedule alternatives to have been compared
not only in terms of the objective function values, but
also in terms of various class-size metrics, and poten-
tially large or small sections could have been identi-
fied and adjustments made as part of the schedule-de-
velopment process. In addition, summaries of the
student inputs in terms of the preference ratings for
both electives and modes of delivery could have been
very useful in selecting which courses to offer and in
what format. Note that the demand estimates in this
case would have been not only unconstrained (as
emphasized by Thompson 2005), but also not binary
in nature.

The idea was that the dynamic simulation as de-
scribed would have allowed alternatives to be com-
pared and sensitivity analyses to be conducted, as is
typical of dynamic simulations. As an example of sen-
sitivity analysis, the forecasted student mix could
have been systematically altered over likely ranges to
see how robust a schedule would be to deviations
from estimates. I also intended to attempt some insti-
tutional schedule-improvement capability within the
tool, perhaps with pairwise exchanges of time slots
between courses. In both its more limited static
version at the time of the merger and its intended
eventual dynamic version, this tool to improve the in-
stitutional schedules is very different from timetabling
approaches, in that it evaluates alternatives and ena-
bles them to be compared, but does not attempt to op-
timize the schedule in some sense, as do timetabling
approaches. The two are not necessarily mutually ex-
clusive; dynamic simulation of a schedule generated
by a timetabling approach could have benefits in
terms of both evaluation and sensitivity analysis.

Conclusions and Recommendations

UGC developed a series of tools that helped with
student scheduling issues associated with small
programs that serve a wide variety of students with
different needs and preferences. The tools helped
UGC achieve more balanced enrollments across
course sections with fewer problem (large or small)
sections, reduced the need for independent studies,

and facilitated the ability to identify plans of study
that better met student needs more responsively and
inexpensively with less advisor time spent on techni-
cal work. These tools should be of interest to pro-
grams that face similar issues to those that UGC at-
tempted to address.

Although successful, the tools were homegrown
and did not make it to the level of a truly integrated
package. Each tool used different software, and the
only linkages were databases. Furthermore, none of
the tools linked directly to the SIS; the only link was
the registrar’s office accessing the study plans as part
of the registration-approval process. Putting these (or
similar) tools into a truly integrated package would
have greatly improved both their ease of use and their
usefulness. It is hoped that the description of the tools
in this paper will not only inform other institutions
that face similar structures as they develop their own
solutions, but might also aid in the development of a
standardized package that could be of more wide-
spread use.

Appendix. Integer-Programming Model

Notation for Courses, Time Slots, Terms, and Modes
of Delivery

Courses

¢ = instance, C = {all courses}, R = {required courses}, FE
= {elective courses in finance/economics}, NFE = {elective
courses not in finance/economics}, G = {elective courses
with global content}, and L = {courses to be taken as late
as possible}.

Requisite Courses

r = instance, P. = {prerequisite courses for course c}, RP.
= {recommended but not required prerequisite courses for
course c}, and CR, = {corequisite courses for course c}.

Time Slots

s = instance, and S = {all time slots} = {Monday, Tuesday,
Wednesday, and Thursday nights, Monday/Wednesday
late afternoon, Tuesday/Thursday late afternoon, Week-
end (Friday-Sunday just before term start), online
asynchronous}.

Terms
t = instance, and T = {all terms} = {1, 2, ..., 8} = {fall year
1 through summer year 2}.

Modes of Delivery

m = instance, and M = {all modes} = {one evening per
week, 2 late afternoons per week, online, hybrid (mix of
classroom and online), block(weekend), Albany(one eve-
ning per week but in Albany)}.

Decision Variables
e x; = 1 if course section i is selected, and zero otherwise.
(i is the section index; each checkbox in Figure 1 and the
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other term screens corresponds to a unique i. ¢;, s; t;, m,
and ss; refer to the course, time slot, term, mode of deliv-
ery, and section size for section i. The sections were num-
bered from term one to eight, in order of the time slots, as
listed for set S in the time slots definitions, and from top to
bottom within a time slot. So, for example, we see in Figure
1 that MBA506 has been selected on Wednesday night of
the winter term of the first year, which is the second term
of the planning horizon. There were 33 sections in the first
term, fall of year 1, and MBA506 is the 11th section of the
second term, so i = 44. For this section, ¢y = MBAB506, s44
= Wednesday night, fy4 = 2, m44 = one evening per week,
and ssy = 22. This last element is updated in real time, as
are section averages, as study plans are added or revised.)

e iy; = the number of corequisites of course c; taken in the
same term as ¢; if section 7 is chosen, and zero otherwise.

e z; = the number of recommended prerequisites of
course ¢; not taken before ¢; if section i is chosen, and zero
otherwise.

Student-Specific Inputs

e PR(c) = preference rating for course c¢ (0-10 integer,
higher is more preferred).

e PR(m) = preference rating for mode of delivery m
(0-10).

e W(c) = 1 if course ¢ was waived or taken before the
two-year plan, and zero otherwise.

e Min(t) = minimum number of courses to be taken dur-
ing term ¢.

e Max(t) = maximum number of courses to be taken dur-
ing term t.

Other Variables
e Tot = total number of courses required for the degree.

Objective Function
Max Z[(PR(ci) + PR(m;) — 0.00001ss;)x; — 0.01y; — 0.01z]
i

+ 0.001 > tix;. (A1)
ic;eL
Constraints
A: in+W(c)$1, V ce C\R,
iici=c
B: >\ xi+W()=1 VceR. (A.2)

icci=c

> xi<1, VteT,seS\{Online asynchronous}. (A.3)

iti=t,s;=s

Min(t) < > x; < Max(t), VteT. (A.4)
it=t
> xi+ >, W(c) = Tot. (A.5)
i c
Ar D xi+ > W(e) =1,
i:c;eFE ceFE
B: Z Xi + Z W(C) > 1, (A6)
i:c;eNFE ceNFE
C: Z X+ Z W(c) 2 1 (only for MBA).
ixc;eG ceG
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Verification Letter

Dr. John W. Huppertz, Associate Professor and Chair,
MBA Healthcare Management Program, Clarkson
University, Capital Region Campus, Schenectady,
New York 12308, writes:

“] am writing to verify that the paper, ‘Developing
Optimal Student Plans of Study,” that Professor Alan
Bowman is submitting for consideration to be pub-
lished in the INFORMS Journal of Applied Analytics, ac-
curately describes work that was completed at Union
Graduate College (UGC) prior to its merger into
Clarkson University. I was President of Union Gradu-
ate College for a portion of the time that he describes
and Director of the Healthcare MBA, as well a profes-
sor and student advisor for the rest of the time. In
these roles, I was able to utilize the tools he describes
directly as well as to see the overall benefits they pro-
vided to our graduate business programs. We were
able to work with students to develop plans of study
that better met their needs at the same time that we
were able to either avoid or at least anticipate overly
large or small course sections and deal with them in
ways that were operationally efficient and education-
ally sound. The tools he developed, implemented, and
maintained were a major improvement on the incon-
sistent and predominantly manual approaches that
we had been using. They helped us to both improve
student outcomes and achieve efficiencies. They were
easy to use (after some brief initial training) and saved
us time as student advisors. New professors with no
experience at student advising and without detailed

curricular knowledge found them to be especially
helpful in avoiding errors and helping students get
schedules that best met their needs. As he describes in
his paper, the tools were homegrown, and improve-
ments both in terms of usefulness and ease of use
would have been possible if they could have been in-
tegrated into a single package, especially if that pack-
age included the Student Information System that
UGC utilized.

“When UGC merged into Clarkson (where I am
now Director of Healthcare Management), the tools
were very helpful in enabling UGC’s and Clarkson’s
business programs to merge, and portions are very
helpful even today. Some degree programs under-
went significant structural changes, moving toward
having separate course sections for individual pro-
grams that were lockstep in nature. The tools Profes-
sor Bowman describes were geared toward the UGC
situation—extremely flexible programs with shared
course sections with a fairly small, but critical mass, of
total enrollments. His paper should be especially help-
ful to other programs with those characteristics.”

R. Alan Bowman is professor of operations and informa-
tion systems in the Reh School of Business at the Capital Re-
gion Campus of Clarkson University in Schenectady, NY.
He received his PhD in operations research from Cornell
University in 1990. He has published in many areas, includ-
ing production scheduling, quality management, and simu-
lation, and has worked as a consultant helping many
businesses use OR models to improve the quality and pro-
ductivity of their operations.



