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• Les problèmes ne se présentent pas toujours sous une forme qui soit naturellement linéaire.

• Toutefois comme la PL est une technique très efficace, il est souvent avantageux de « reformuler » un 
problème de manière à ce qu’il soit linéaire.

• On présente donc ici quelques trucs et astuces en vrac…

• À noter que leur efficacité dépend de chaque solveur et de leur capacité à effectuer un prétraitement sur 
les modèles.

• Cette section est tirée du chapitre 6 du livre AIMMS-modeling.

Résumé



Valeur absolue: un exemple

• La valeur absolue représente souvent une déviation (un écart positif ou négatif) par rapport à une cible 
souhaitée.
• Prenons l’exemple d’une régression linéaire:

• On veut déterminer la droite qui permet le mieux possible d’expliquer un ensemble de points 𝑣! , 𝑤!
• Les coefficients de la droite sont donnés par 𝑎 et 𝑏 de sorte que 𝑤 = 𝑎𝑣 + 𝑏 (𝑎 est la pente de la 

droite et 𝑏 est l’ordonnée à l’origine).
• Le problème de la régression linéaire est posé comme suit :
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Instead of the standard cost function, a weighted sum of the absolute values
of the variables is to be minimized. To begin with, a method to remove these
absolute values is explained, and then an application of such a model is given.

Handling
absolute
values . . .

The presence of absolute values in the objective function means it is not possi-
ble to directly apply linear programming. The absolute values can be avoided
by replacing each xj and |xj| as follows.

xj = x+j − x−j
|xj| = x+j + x−jx+j , x

−
j ≥ 0

The linear program of the previous paragraph can then be rewritten as follows.

Minimize:
∑

j∈J
cj(x+j + x−j ) cj > 0

Subject to: ∑

j∈J
aij(x+j − x−j ) ≷ bi ∀i ∈ I

x+j , x
−
j ≥ 0 ∀j ∈ J

. . . correctlyThe optimal solutions of both linear programs are the same if, for each j, at
least one of the values x+j and x−j is zero. In that case, xj = x+j when xj ≥ 0,
and xj = −x−j when xj ≤ 0. Assume for a moment that the optimal values
of x+j and x−j are both positive for a particular j, and let δ = min{x+j , x−j }.
Subtracting δ > 0 from both x+j and x−j leaves the value of xj = x+j − x−j
unchanged, but reduces the value of |xj| = x+j +x−j by 2δ. This contradicts the
optimality assumption, because the objective function value can be reduced by
2δcj .

Application:
curve fitting

Sometimes xj represents a deviation between the left- and the right-hand side
of a constraint, such as in regression. Regression is a well-known statistical
method of fitting a curve through observed data. One speaks of linear regres-
sion when a straight line is fitted.

ExampleConsider fitting a straight line through the points (vj,wj) in Figure 6.1. The
coefficients a and b of the straight line w = av + b are to be determined.
The coefficient a is the slope of the line, and b is the intercept with the w-axis.
In general, these coefficients can be determined using a model of the following
form:

Minimize: f(z)
Subject to:

wj =avj + b − zj ∀j ∈ J



• Dans ce modèle 𝑧! représente la différence entre 𝑎𝑣! + 𝑏 (la prédiction de la droite) et 𝑤! (l’observation 
réelle). C’est en quelque sorte l’erreur d’approximation par une droite.
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Figure 6.1: Linear regression

In this model zj denotes the difference between the value of avj +b proposed
by the linear expression and the observed value, wj. In other words, zj is the
error or deviation in the w direction. Note that in this case a, b, and zj are the
decision variables, whereas vj and wj are data. A function f(z) of the error
variables must be minimized. There are different options for the objective
function f(z).

Different
objectives in
curve fitting

Least-squares estimation is an often used technique that fits a line such that
the sum of the squared errors is minimized. The formula for the objective
function is:

f(z) =
∑

j∈J
z2
j

It is apparent that quadratic programming must be used for least squares es-
timation since the objective is quadratic.

Least absolute deviations estimation is an alternative technique that minimizes
the sum of the absolute errors. The objective function takes the form:

f(z) =
∑

j∈J
|zj|

When the data contains a few extreme observations, wj , this objective is ap-
propriate, because it is less influenced by extreme outliers than is least-squares
estimation.

Least maximum deviation estimation is a third technique that minimizes the
maximum error. This has an objective of the form:

f(z) = max
j∈J

|zj|

This form can also be translated into a linear programming model, as ex-
plained in the next section.
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Valeur absolue: un exemple

• On minimise 𝑓(𝑧), une fonction de l’erreur qui 
peut être :

• La somme des carrés

• La somme des valeurs absolues

• L’erreur maximale



Valeur absolue

• La valeur absolue n’étant pas une fonction linéaire, il faut trouver une manière de s’en 
débarrasser…

Soit le problème linéaire suivant (le signe ≶ signifie ≤ ou ≥) :

Minimize	 6
!∈#

𝑥! 𝑐! 𝑐! > 0

Subject	to 6
!∈#

𝑎$! 𝑥! ≶ 𝑏! ∀𝑖 ∈ 𝐼

𝑥! libre



• Si par exemple on a 𝐾 = 1,2,3 et 𝐽 = {1,2} alors l’objectif sera :
• Minimiser max(𝑐%%𝑥% + 𝑐%&𝑥&, 𝑐%&𝑥& + 𝑐&&𝑥&, 𝑐'%𝑥% + 𝑐'&𝑥&)

• On retrouve ce type de problème lorsqu’on veut réduire le pire cas, comme l’erreur maximum, la 
violation maximale, etc.

Considérons le modèle suivant (le signe ≶ signifie ≤ ou ≥):

Objectif minimax

min max
!∈#

&
$∈%

𝑐&$𝑥$

subject to

&
$∈%

𝑎'$𝑥$ ≷ 𝑏' ∀𝑖 ∈ 𝐼

𝑥$ ≥ 0 ∀𝑗 ∈ 𝐽



• Ici nous avons un ratio de deux termes linéaires, et tout le reste du modèle est linéaire. Il faut donc 
transformer l’objectif.

• On retrouve ce genre de modèle lorsqu’on traite des données financières par exemple (taux de 
rendement).

Objectif fractionnaire
Considérons le modèle suivant :

min $%
!∈#

𝑐!𝑥! + 𝛼 %
!∈#

𝑑!𝑥! + 𝛽

subject to.

%
!∈#

𝑎$!𝑥! ≶ 𝑏$ ∀𝑖 ∈ 𝐼

𝑥! ≥ 0 ∀𝑗 ∈ 𝐽


